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Abstract—The millimeter-wave (mmWave) bands, roughly re-
ferred to 30–300 GHz, have been widely recognized as a
promising candidate for dense deployment of small-cells backhaul
network. The dense small-cell deployment produces a huge
amount of backhaul traffic, and directional communication poses
a significant challenge. In this paper, we propose a dynamic frame
reconfiguration scheme which provides greater flexibility for
dynamic traffic adaptation in multi-hop mmWave relay backhaul.
This allows better exploitation of the traffic dynamics in small-
cell. In addition, we present a traffic load and link-quality aware
multi-hop relay backhaul scheduling algorithm to maximize the
overall system performance. The extensive simulation results
demonstrate the superiority of our proposed algorithm when
compared with other schemes.

I. INTRODUCTION

Globally, the demand for higher data-rate is continually
increasing. This, in turn, has led to a significant increase in
capacity requirements for the backhaul network. In traditional
wireless system, the multi-hop aided transmission has been
considered as an effective way to increase the coverage,
throughput and transmission reliability of networks [1][2].
Thus, the multi-hop relaying is likely to play a significant
role in mmWave cellular systems for self backhauling. The de-
signing of scheduling policies for these systems is challenging
due both adaptive directional transmissions and dynamic time-
division duplexing schedules, which are key enabling features
of mmWave systems [2].

For designing scheduling policies, there are two aspects of
challenges in the backhaul network of relay aided mmWave
systems. In the first aspect, providing greater flexibility in dy-
namic adaptation for beam-specific transmit/receive selection
to cater the huge backhaul traffic. In the second, the inter-BS
scheduling mechanism should serve the maximum backhaul
traffic demand and provide higher throughput. The scheduling
mechanism should be able to ensure fair transmission oppor-
tunity for each BS with non-uniform traffic load in the relay
system which is a challenging task.

In this paper, we investigate the multi-hop relaying trans-
mission challenges for mmWave systems. We discuss three
solutions based on the point-to-point (P2P) link-quality and
traffic-load at each BS that optimizes the overall network
performance. Firstly, we present Load-iBS, a traffic-load based
inter-BS scheduling mechanism. This approach uses the traffic-
load metrics to maximize the performance without acquiring
link-state information. Secondly, we present Link-iBS, a link-
quality based inter-BS scheduling mechanism. This approach

uses the link-quality metric to determine the scheduling
decision to maximize the performance. Finally, we present
throughput-optimal inter-BS, TO-iBS, a combined version of
both Load-iBS and Link-iBS mechanism. This approach uses
both the traffic-load and link-quality metrics, and subsequently
reallocate the power proportional to the transmission require-
ments to determine the scheduling decision. Henceforth, the
main contribution are summarized as follows:
• We propose a frame reconfiguration scheme which pro-

vides greater flexibility in dynamic traffic adaptation.
• We formulate the inter-BS scheduling problem into a non-

linear integer programming, i.e. to maximize the number
of flows to meet the traffic demand.

• We present a novel heuristic scheduling algorithm with
adaptive power allocation method for multi-hop relaying
by extensively considering the traffic load at each BS.

• The proposed inter-BS scheduling mechanism showcase
superior performance compared with other schemes.

Related Work: There are ample of existing MAC protocols
recently proposed for mmWave system [3][5][8] that are based
on TDMA including several scheduling algorithms that sup-
ports concurrent transmissions [7][9], and dynamic TDD algo-
rithms [6][11] designed to take the advantage of beamforming.
In [7], the authors propose a spatial-time division multiple ac-
cess (STDMA) algorithm that schedules both non-interfering
and interfering links simultaneously. It aims to maximize
the overall system throughput. However, it does not allow
the exploitation of the traffic dynamics. Recently, authors in
[9] proposed a QoS-aware scheduling algorithm that partially
considers the traffic dynamics, however, it does not exploit
the flexibility to adapt fluctuating capacity requirements in the
backhaul. A fundamental problem is thus to exploit the traffic
dynamics and fluctuating capacity requirements to determine
the backhaul scheduling decision. In this work, a dynamic
duplexing scheme is considered, where each BS determine its
transmit-receive duplex pattern.

II. SYSTEM OVERVIEW

A. Network Model

We consider a multi-hop cellular network consisting of a
set of mmWave-enabled small-cell eNodeB (SeNB), where
a macrocell eNodeB (MeNB) provides a root from which
connections goes to the SeNB at the edge via relay SeNBs
that are self-backhauled on mmWave band as shown in Fig. 1.
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The backhaul network, N (B,L), operates in slotted time
t ∈ {0, 1, 2, . . . }, where B , {1, . . . , B} denotes the set of
SeNBs and L , {1, . . . , L} denotes the set of P2P links,
indexed by b and ` respectively. We denote the cardinalities
of these sets as B and L respectively.
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Fig. 1: Illustration of 5G mmWave self-backhaul network.

We assume, all the nodes have adaptive beamforming capa-
bilities, and are able to transmit to or receive from multiple
neighbors concurrently. The transmission over each link is
defined by the general half-duplex constrained. The channel
condition remains the same throughout a frame, but may
vary dynamically from frame to frame. The system runs a
bootstrapping program by which each node is capable of
detecting and identifying its set of neighbors.

B. Physical Model

For mmWave communications based on the abstraction used
in the prior study [2], the received power at receiver v ∈ B
from a transmitter u ∈ B with transmitting power Pt(u, v),
can be calculated as:

Pr(u, v) = Pt(u, v)ψ(u, v)PL(u, v)
−1 (1)

where ψ is the combined antenna gain of the receiver and
transmitter, and PL(u, v)−1 is the associated path-loss in dB.

Without loss of generality, we consider the Line-of-Sight
(LOS) model, expressed in (2), since Non-Line-of-Sight
(NLOS) transmissions suffers from higher attenuation than
LOS transmission, hence, not suitable for backhaul transmis-
sion [9]. It is noted that an extension to include both LOS and
NLOS model is straightforward.

PL(u, v)[dB] = α+ 10β log10 ||u− v||+ ξ (2)

where ξ ∼ N(0, σ2), and α and β are provided in Table I.
Let G2

max be the maximum gain on the desired backhaul
link u→ v. We assume, SINRu→v is the instantaneous SINR
value of link u → v, which is computed based on the active
links in the current network schedule at t. This ratio is defined
in the expression (3) as below

SINRu→v =
Pt(u, v)G

2
maxPL(u, v)

−1

I0 + σ2
N

(3)

where Pt(u, v) is the transmitting power from node u to
node v, assuming I0 is the interference due to concurrent
transmission, and σ2

N is the thermal noise power.
Given the SINR and allocated bandwidth, we assume that

the maximum data rate on link u → v, i.e., the achievable
capacity, expressed in (4), can be estimated as

Ru→v = ηW log2(1 + SINRu→v) (4)

where W is the mmWave system bandwidth allocated to the
link, η is the bandwidth overhead.

C. Backhaul Traffic Flows

Let data that is destined for node v ∈ B be labeled as Q(v).
Every node keeps internal queues that store data according
to its destination. Let Q(v)

u (t) be the current amount of data
for node v in node u, where v ∈ N(u), the set of neighbour
nodes of u. The units of Q(v)

u (t) can be integer units of packets
or real valued units of bits. Specifically, we define Qu(t) =(
Q

(N(u))
u (t)

)
as the matrix of current queue backlogs at u. We

assume that Q(u)
u (t) = 0 for all slots t, as no queue stores data

destined for itself. The queue backlogs from one slot to the
next satisfy the following, for all u, v ∈ B, such that u 6= v:

Q(v)
u (t+ 1) ≤ max

[
Qu(t)−

|N(u)|∑
v=1

Q(v)
u (t), 0

]
+A(v)

u (t)

(5)

where A(v)
u (t) is the amount of new data that arrives at node

u from v ∈ N(u) on slot t.
Let A(v)

u (t) be the matrix exogenous arrival on t, for the
node u ∈ B, it is calculated by adding the traffic from access
network (UE 
 BS) and the traffic from all other backhaul
nodes (BS 
 BS) as

A(v)
u (t) = λ0u +

|N(u)|∑
v=1

λ(v)u pvu (6)

where λ0u is the traffic from access network to node u, and pvu
is the probability that the traffic is transmitted from node v to
u, where v ∈ N(u). We assume that λ(u)u = 0 for all u ∈ B,
as no data arrives that is destined for itself. Thus, A(v)

u (t) is
a |N(u)| × |N(u)| matrix of non-negative real numbers, with
zeros on the diagonal.

D. TDD Frame Reconfigurations for Backhauling

To better exploit the traffic variations, enhanced Interference
Mitigation and Traffic Adaptation (eIMTA) was introduced [4],
which notably allows dynamic adaptation of the TDD pattern.
Each TD-LTE frame consists of 10 subframes, which is pre-
configured for downlink (D) or for uplink (U) resources.
LTE offers 7 different patterns to statically configure the
subframes as D, or L, as shown in Fig. 2. On the down-
side, it suffers from unbalanced allocation of UL and DL
time-slots in neighbouring nodes. On the other hand, with an
increased focus on small-cell deployments, the basis for the
backhaul resource allocation design should be dynamic TDD



where a subframe carrying data (or the whole frame) should be
assigned either for transmission or for reception as part of the
dynamic scheduling decisions. We proposed a novel dynamic
frame reconfiguration mechanism, where each subframe could
be allowed to transmit to or receive from multiple nodes
concurrently, a maximum-size data frame according to the
channel capacity. This allows better exploitation of the traffic
dynamics in small-cell deployments.
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Fig. 2: The LTE TDD configurations.

Specifically, our proposed scheme includes two steps: firstly,
we assume a mechanism is in place to poll the transmission
requests from neighbouring nodes, so that each node could be
aware of the traffic demand of its neighbour nodes; secondly,
the subframes are reconfigured dynamically as part of the
dynamic scheduling algorithm.

E. Problem Formulation

The scheduling of subframes is the TDD configuration
that is used for inter-BS data communication. We consider a
queued traffic network where an end-to-end flow with a min-
imum throughput requirement is transmitted through multiple
hops. We calculate the traffic load at each BS and establish
a schedule to carry inter-BS data by exploiting concurrent
transmissions. For this purpose, we present a scheduling
mechanism to find the set of transmitting and receiving nodes,
T and R, respectively.

Assuming the current amount of traffic that is destined to
node v from u is Q

(v)
u (t) on slot t. Let max

µuv

Q
(v)
u (t) be

the maximum amount of traffic that can be delivered from
u→ v with the current P2P link condition µuv on t. It means
choosing a higher µuv is amounts to maximizing the amount
of traffic than can be transmitted. Thus, we want to choose
an improved µuv for each P2P link so as to maximize the
amount of traffic that can be delivered on slot t over the whole
network.

We assume the traffic demand is QN(u)
u (D) on each link

u → N(u), we aim to maximize the total amount of traffic
demand served over the whole network by allowing concurrent
transmission under the current channel conditions, and half-
duplex transmission constraints. Given the huge traffic load at
each BS in the backhaul network, and the limited number
of timeslots; the optimal schedule, while providing a fair
transmission opportunity for each BS, should also served as

much traffic demands as possible. The optimal backhaul traffic
scheduling problem can be formulated as follows.

Q∗ = argmax
µuv

B∑
b=1

L∑
`=1

Q(v)
u µuv (7)

subject to
|N(u)|∑
u=1

Pt(u) ≤ Pmax, ∀ u ∈ B (8)

|N(u)|∑
u=1

W ≤Wmax, ∀ u ∈ B (9)

`tu + `tv ≤ 1, if node u and v are adjacent;∀ u, v (10)

This is a non-linear integer programming problem, and is
NP-hard. Constraint (8) indicates the total power is shared dur-
ing concurrent transmission, (9) indicates the total bandwidth
is shared among multiple links, and (10) indicates the half-
duplex assumption, where adjacent links cannot be scheduled
concurrently in the same schedule.

Since it is difficult to solve the problem (7) in polynomial
time, we propose a distributed heuristic algorithm instead to
solve this in Section III.

III. THE SCHEDULING POLICY

The proposed heuristic algorithm yields the T and R set for
each subframes of Flexible Frame, while enabling the spatial
reuse to maximize the total throughput of the system.

A. Set Membership Metric

To achieve high transmission data rate for each traffic flow,
links with higher channel quality are usually preferred in link
activation selection. Therefore, nodes involved in each active
flow can transmit or receive maximum traffic. In addition,
considering a queued network, when traffic aggregates at
some nodes, congestion may occur and these nodes become
bottleneck of the network. Therefore, selection of appropriate
nodes for transmission or reception is important to improve
the network throughput, considering both the link quality and
the traffic loads at the node.

When a node receives a transmission traffic request, it
calculates the traffic load at each neighbouring node using
the local one-hop information, including the P2P channel
statistics. Based on this metric, we categorise our proposed
scheduling algorithm into three parts and describe it in next
subsection.

B. The Proposed Scheduling Policy

1) Load-based inter-BS Scheduler (Load-iBS): As the name
suggests, in Load-iBS we consider the traffic load at each
BS to determine the T and R set. BS with maximum traffic
to transmit is selected as a member of T in the current
subframe. Therefore, the network can transmit maximum
aggregate traffic at any subframe. Note that the successful
reception is proportional to the transmission requirement and



channel quality. The selection metric (hereinafter weight, ω)
is calculated as below

ωuv = Q(v)
u ,∀v ∈ N(u) (11)

2) Link Quality-based inter-BS Scheduler (Link-iBS): In the
Link-iBS, to achieve the higher transmission data rate in each
P2P link, the links with higher channel quality is activated
for current subframe. Therefore, the total traffic transmitted
over each higher-quality P2P link is amounts to maximizing
the overall network throughput. However, this mechanism may
lead to wastage transmission slot due to no traffic demand from
nodes associated with that link.

ωuv = µuv (12)

3) Throughput-Optimal inter-BS Scheduler (TO-iBS): Con-
sidering either the load of each node or the P2P link quality
may not lead to near-optimal throughput performance in the
network. Hence, differently from above two scheme, the TO-
iBS implements Load-iBS mechanism to obtain the T and
R sets, and subsequently implements a power reallocation
mechanism to improve the active P2P link quality. We can
calculate the weight as

ωuv = min
[
Qvu, µuv

]
(13)

We utilize a proportional power allocation scheme with frac-
tional path loss compensation for improving the link quality.
We will describe it briefly.

Let Pmax represents the maximum transmission power of
the BS; PL represents the path loss between BS; SINRtarget
represents the targeted received power level and Pnoise repre-
sents the noise power level. Then, the BS’s transmitting power
Pt is set to

SINRtarget = Pt − Pnoise − PL (14)
Pt = ϕ · PL, Pmin ≤ Pt ≤ Pmax (15)

where ϕ is the compensation factor and is set to ϕ ∈ [0, 1]
in LTE standard with SINRtarget between 0 and 30dB.
The pseudo-code of the scheduling algorithm is presented in
Algorithm 1.

IV. PERFORMANCE EVALUATION

We considered a tree-structured backhaul network with m-
hop i.e., the depth of the tree. We assume each node completes
the traffic demand polling in the Anchor Frame. The basic
system parameters used for simulation are listed in Table I.
The related parametres are based on [8]. In the simulation,
we set two kinds of traffic model such as: Poisson Process
(PP), where each flow arrive follows a PP with arrival rate (6),
and Interrupted Poisson Process (IPP), where each flow arrive
follows an IPP represented by an ON-OFF process. In the
ON state, a packet arrives in each time slot according to a
Bernoulli distribution. In the OFF state, packets do not arrive.
IPP traffic is typically bursty traffic.

In order to show the advantages of our proposed scheme, we
implemented the TDMA, and the Exhaustive Search method
for performance comparison.

Algorithm 1: Millimeter-Wave Inter-BS Scheduler
Input : N (B,L, Q)
Output: Set(T ,R)

1 Implements at each SCBS b ∈ B.
2 Initialize: T = R = φ, and U = B
3 while U 6= φ do
4 Calculate W = max

v∈N(u)
|ωuv − ωvu|;

5 foreach u ∈ U do
6 v ← argmax

v∈N(u)

W(v);

7 if W(u) >W(v) then
8 if

∑
v
ωuv −

∑
v
ωvu > 0 then

9 T = T ∪ {u};
U = U\{u};Q(u)

v = 0∀v ∈ N(u);

10 vmaxQ ← max
v∈
(
N(u)∪U

)(Q(v)
u

)
;

11 R = R∪ {vmaxQ};
U = U\{vmaxQ};Q(u)

vmaxQ = 0,∀u ∈
N(vmaxQ);

12 else
13 R = R∪ {u};

U = U\{u};Q(v)
u = 0,∀v ∈ N(u);

14 vmaxQ ← max
v∈
(
N(u)∪U

)(Q(u)
v

)
;

15 T = T ∪ {vmaxQ};
U = U\{vmaxQ};Q

(vmaxQ)
u = 0,∀u ∈

N(vmaxQ);
16 end
17 end
18 end
19 end
20 return Set(T ,R);

TABLE I: Simulation Parameters

Parameter Value

Carrier frequency 28 GHz

Duplex Mode TDD

System Bandwidth 2 GHz

BS Transmit Power 30 dBm
BS Antenna Gain 10 dBi
Pathloss Parameter (PL), α = 72.0

PL = α+ 10β log10(d) [dB], d in meters β = 2.92

Beam-width 45◦

We plot the network throughput of five schemes under
the increasing number of flows in Fig. 3. It indicates the
total throughput of the backhaul network i.e., the average
sum of the throughput of all successful flows. We observe
the performance trend of our proposed algorithm; more the
demanding flows, more the aggregate transmission of data,
and thus higher the system throughput.

In Fig. 4, we plot the number of successful flows under
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Fig. 3: System throughput under different traffic model

different traffic types and loads with varying number of
flows from 10 to 100. The end-to-end flow that successfully
reached its destination node and also achieved its throughput
requirement is counted as successful flow. Under light load,
the number of successful flows keep increases with the traffic
load. Under Poisson traffic, the Exhaustive Search and TO-
iBS improves the success rate about 10% compared with IPP
traffic, under light load.
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Fig. 4: No. of successful flows under different traffic model

Fig. 5 demonstrates the bursty traffic and Poisson traffic
in general experiences very similar average delay due to the
node having traffic to transmit is more likely to have the
transmission opportunity at the current subframe. Therefore,
the flow that arrives non-uniformly, in IPP arrival case, easily
misses the channel to transmit.
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Fig. 5: Transmission delay under different traffic model

In summary, compared with TDMA and Exhaustive Search,
the proposed scheme, TO-iBS, has clear edge. TDMA has a

static frame configuration so it cannot accommodate fluctu-
ating capacity requirements. We can observe, the difference
between TO-iBS and Exhaustive Search is minor, both scheme
almost accommodate similar number of demanding flows. The
Exhaustive Search iteratively select the best node from the
network and add it to the T and R set. The superiority of our
proposed scheme comes from two facts. First, it uses local
information to acquire the knowledge of traffic information at
each node and subsequently makes the scheduling decision.
Secondly, the power reallocation proportional to the through-
put requirements contributes to the overall performance.

V. CONCLUSION

In this paper, we consider the problem of providing greater
transmission/reception flexibility in the mmWave backhaul
network and design a dynamic frame reconfiguration mech-
anism to overcome the static duplexing. We have formulated
the selection of duplex schedules as an optimization problem
and proposed an efficient algorithm to solve this by extensively
considering the traffic load at each BS. Extensive simulation
shows the superiority of our algorithm in achieving similar
network throughput and number of successful flows comparing
with optimal algorithm, under fairly uniform traffic.
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